
Despite Artificial Intelligence (AI) being one of the fastest-growing 

fields due to its ability to enhance competitive advantage in 

organisations, there are growing concerns around its inherent bias. 

AI allows systems to perform tasks that would normally be performed by 

humans. Data is collected and processed to provide results that mimic 

human intelligence over rules learnt over time. There are three categories 

of AI, namely, Narrow AI, General AI and Super AI, and some of the 

popular AI’s are natural language processing, computer vision, and 

artificial neural networks. Apple’s Siri, Google Maps, Google 

predictions and Smart replies by GMAIL are some of the well-known AI 

solutions.

Fairness means impartiality in decision-making, making decisions 

without any self-interest in the outcome. AI is prone to AI algorithmic 

bias, which could result in operational and reputational damage. AI has 

the potential to be unfair to certain groups of people like race and gender. 

AI systems need to be fair and respect human rights, democracy, values, 

and principles.

AI development is always focused on the results and not the input and 
bias in the data or process of developing the AI. This has resulted in 

biased AI being implemented, and such issues only picked up by the 

public. A framework that supports the emphasis on shifting the focus 

from AI standards to fair processes that are adaptable to AI’s continuous 

innovation has been developed. 

The Jurgen Habermasian critical theory of communicative action, 

the lifeworld and meaning was used to develop a process framework on 

AI algorithmic fairness. 

❑ The framework engages logical-semantic, procedural and 

performative rules that can be applied to the development process of 

AI to avoid any domination before, during and after the AI 

development process.

The purpose of this research is to collect data and demonstrate the 

Habermasian approach to AI Fairness processes framework.

Methods Expected Contributions

Towards AI algorithmic fairness
Khensani Xivuri: PhD candidate in IT Management

University of Johannesburg

Bibliography

The critical realism philosophical approach will be used to explain the 

outcomes of the framework that will be demonstrated during this 

research. Critical research focuses on domination, power relations, 

conflicts and contradictions in society. Critical realism will be used to 

show why society should be involved throughout the different stages of 

AI development. The research will demonstrate the importance of 

following the Habermas discursive requirements throughout the 

development phases of AI.

This research focuses on reducing bias in AI algorithms and, therefore, 

will be using the qualitative research design. The qualitative research 

approach is best suited for research that involves social justice and 

communities. The qualitative research approach examines the meaning 

that individuals or specific groups ascribe to, using research questions 

and data to answer the research question. 

Design science research will be used to develop a solution that will use 

the developed framework to reduce bias in AI algorithms. The solution 

will allow for the different parties to be involved in the whole process of 

AI development. Professionals in the AI development field can use the 

solution to reduce bias in AI algorithms. The solution developed will be 

used by developers, the society that will be affected by the AI and 

management sponsoring the development of the AI.
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The Habermasian approach to fair processes in AI will be presented to AI 

professionals for their feedback. AI professionals will see the value in 

using such a framework when developing AI.

A solution for reducing AI bias in algorithms will be built based on the 

framework. The solution will be used by developers, society and 

management, demonstrating the framework during an AI development 

project. The built solution will be used to capture all inputs from the 

different parties. 

❑ Management will use the solution to capture their requirements and 

expectations of the AI.

❑ Developers will use the app to capture the details of the development 

approach, input data and rules that will be used in the development.

❑ Society will use the app to question any areas of concern and express 

their feelings.

All parties involved will use the solution for any disputes and reasons for 

their disputes.

Any bias will be picked up during the development stages and resolved 

before the AI solution is implemented in the live environment.

❑ Involving affected parties, stakeholders and developers in the 

development and implementation stages of AI, and incorporating the 

logical-semantic, procedural, and performative rules during these stages 

is an important first step.

❑ Using the solution will help ensure that all parties are involved 

throughout the different stages of AI implementation.

❑ Any bias will be picked up before the application is implemented onto 

the live environment.

❑ Any bias picked up before implementation will be resolved before 

implementation, avoiding any backlash from society, and any 

reputational damage or financial loss to the organisation.
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